A Linear Poroelastic Analysis of Time-Dependent Crack-Tip Fields in Polymer Gels

Based on a linear poroelastic formulation, we present an asymptotic analysis of the transient crack-tip fields for stationary cracks in polymer gels under plane-strain conditions. A center crack model is studied in detail, comparing numerical results by a finite element method to the asymptotic analysis. The time evolution of the crack-tip parameters is determined as a result of solvent diffusion coupled with elastic deformation of the gel. The short-time and long-time limits are obtained for the stress intensity factor and the crack-tip energy release rate under different chemo-mechanical boundary conditions (immersed versus not-immersed, displacement versus load controlled). It is found that, under displacement-controlled loading, the crack-tip energy release rate increases monotonically over time for the not-immersed case, but for the immersed case, it increases first and then decreases, with a long-time limit lower than the short-time limit. Under load control, the energy release rate increases over time for both immersed and not-immersed cases, with different short-time limits but the same long-time limit. These results suggest that onset of crack growth may be delayed until the crack-tip energy release rate reaches a critical value if the applied displacement or traction is subcritical but greater than a threshold. [DOI: 10.1115/1.4041040]
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1 Introduction

Polymer gels have been widely used in biomedical applications [1–3]. Recently, polymer gels have been exploited as a class of soft active materials with potential applications in soft machines and soft robotics [4–7]. These applications have motivated development of smart and tough gels [8–10]. However, it remains a challenge to accurately measure fracture toughness of polymer gels [11], and fundamental understanding of the fracture mechanisms is still lacking [12]. Experimental measurements have reported a wide range of fracture toughness for polymer gels, from ~1 J/m² for brittle gelatin and agar gels [13,14] to ~9000 J/m² for a tough gel with hybrid alginate–polyacrylamide networks [9]. As noted by Long and Hui [11], most of these measurements were interpreted by assuming that the gels are purely elastic. On the other hand, fracture is typically rate dependent for polymer gels. For example, in an experimental study on steady-state crack growth in gelatin gels, Baumberger et al. [15] found that the effective fracture energy increased with crack velocity (so-called “velocity toughening”). They suggested viscoelastic chain pull-out as the fracture mechanism. Similarly, Lefranc and Bouchaud [13] attributed the crack velocity-dependent toughness of agar gels to viscous chain pull-out or stress accelerated chain dynamics, both localized in the crack tip region. Based on linear poroelasticity, Noselli et al. [16] predicted a poroelastic toughening effect as a result of solvent diffusion around the crack tip and proposed a poroelastic cohesive zone model for the dependence of effective toughness on crack velocity. In a recent work [17], we showed that the poroelastic toughening effect could lead to rate-dependent fracture in a long strip specimen of finite thickness, unless the crack velocity is so high that the characteristic diffusion length is much smaller than the specimen size (small-scale diffusion). In general, the rate-dependent fracture of polymer gels may result from combined effects due to the dynamic molecular processes at the crack tip (chain pull-out and bond rupture), solvent diffusion (poroelastic toughening), and polymer viscoelasticity (creep).

A related phenomenon is delayed fracture, which has been observed in experiments with polymer gels [18–20] as well as other materials [21–27]. Bonn et al. [18] proposed a thermally activated crack nucleation model for three-point bending experiments with uncracked gel specimens. Skrzeszewski et al. [19] found that the crack nucleation model could not explain their experiments with a physical gel fractured under a constant shear stress and proposed a stress-enhanced crosslink dissociation model with a rupture time decreasing exponentially with increasing stress. Based on a nonlinear visco-poroelastic model, Wang and Hong [28] suggested that the delay time depends on the size of a pre-existing crack in a similar way as diffusion-limited processes (a poroelastic effect). By assuming a specific size distribution of microcracks, they proposed a statistical theory on the lifetime prediction of a swollen gel. Recently, Tang et al. [20] conducted fracture experiments of hydrogels using precracked specimens. They observed delayed fracture when the applied energy release rate was subcritical but greater than a threshold value. In the present study, we consider a stationary crack subject to a constant step loading by either displacement or traction control. Depending on the applied mechanical load as well as the chemical boundary conditions, the crack may grow immediately or after a delay or would never grow. Based on a linear poroelastic model, we present an asymptotic analysis on the transient crack-tip fields and determine the time-dependent stress intensity factor by a finite element method. The crack-tip energy release rate is calculated by a modified J-integral method as in previous studies [17,29], with which the scenario of delayed fracture is discussed.

Similar problems have been studied previously. Atkinson and Craster [30] analyzed the fracture behavior in linearly poroelastic media under a prescribed internal pressure and they obtained stress intensity factor as a function of time using Laplace and Fourier transforms. Hui et al. [31] studied the short-time transient fields near the tip of a stationary crack in a linearly poroelastic solid. Bouklas et al. [29] studied the effects of solvent diffusion on the crack-tip fields and the energy release rate for stationary cracks in polymer gels using a nonlinear, transient finite element...
method [32]. They proposed a modified J-integral method for calculating the transient crack-tip energy release rate for quasi-static crack growth in gels. More recently, Yang and Lin [33] presented a numerical study on the time-dependent crack-tip fields in a linearly poroviscoelastic medium under constant applied stress. Similar to Wang and Hong [28], they calculated the crack-tip energy release rate using a cohesive zone model. Alternatively, nonlinear phase-field models have been developed recently for fracture of polymer gels [34,35].

The remainder of this paper is organized as follows. Section 2 presents an asymptotic analysis based on a linear poroelastic formulation for polymer gels derived from a nonlinear theory. A center crack model is considered in Sec. 3, with the short-time and long-time limits under various chemomechanical conditions. Numerical results are discussed in Sec. 4. The detailed formulation for a finite element method and a crack-tip model for the short time limit are presented in appendices. Section 5 concludes the present study with a brief summary.

2 Asymptotic Analysis of Poroelastic Crack-Tip Fields

2.1 A Linear Poroelastic Formulation. Under the condition of small deformation, a linear poroelastic formulation can be derived from the generally nonlinear theory for polymer gels [36–38]. The linear formulation has allowed an asymptotic analysis of the steady-state crack-tip fields in a previous study [17]. The same linear formulation is adopted in the present study for stationary cracks. It should be noted that the deformation around a crack tip is usually large and the application of the linear formulation is, thus, limited to the region beyond a small distance away from the crack tip, assuming a small-scale nonlinear region similar to the small-scale yielding condition in linear elastic fracture mechanics. A detailed analysis on the nonlinear effects is left for future studies.

For completeness, the linear poroelastic formulation is briefly summarized as follows. Let the gel be stress free and isotropically swollen in the initial state, where the solvent in the gel has a concentration, i.e.,

\[
\text{the volumetric part of the strain is related to the change of solvent concentration, i.e.,}
\]

\[
\varepsilon_{kk} = \Omega(c - c_0)
\]

where \( c \) is the solvent concentration in the deformed state.

The Cauchy stress in the gel is related to the strain and chemical potential as

\[
\sigma_{ij} = 2G\varepsilon_{ij} + \frac{\nu \varepsilon_{kk}}{1 - 2\nu} \varepsilon_{kk} \delta_{ij} - \frac{\mu - \mu_0}{\Omega} \delta_{ij}
\]

where \( G \) is shear modulus and \( \nu \) is Poisson’s ratio, both of which can be derived from the nonlinear theory [39].

The linearized mechanical equilibrium equation (assuming no body force) is

\[
\frac{\partial \dot{u}_j}{\partial x_i} = 0
\]

and the linearized rate equation for solvent diffusion is

\[
\frac{\partial k}{\partial t} + \frac{\partial k}{\partial x_i} = 0
\]

where the diffusion flux is related to the gradient of chemical potential by a linear kinetic law

\[
j_i = -M_0 \frac{\partial \mu}{\partial x_i}
\]

with a constant mobility \( M_0 \) (which can be related to the solvent diffusivity in the gel [39]).

Correspondingly, the linearized boundary conditions are

\[
\sigma_{ik} n_k = \tau_i \text{ and } j_k n_k = -\omega
\]

where \( n_k \) is the outward unit normal vector on the boundary, \( \tau_i \) is the traction, and \( \omega \) is the in-flux of the solvent across the boundary.

The linearized equations can be further reduced by inserting Eq. (2.1) into Eq. (2.3) and then into Eq. (2.4)

\[
\frac{\partial^2 u_i}{\partial x_j \partial x_j} + \frac{1}{1 - 2\nu} \frac{\partial^2 u_i}{\partial x_j \partial x_j} = 1 \frac{\partial \mu}{\partial x_i} \Omega
\]

Substituting Eq. (2.8) into Eq. (2.6) and then into Eq. (2.5), we obtain

\[
\frac{\partial \psi}{\partial t} = D' \frac{\partial^2 \psi}{\partial x_j \partial x_j}
\]

where

\[
D' = \frac{2(1 - \nu)}{1 - 2\nu} \Omega^2 GM_0
\]

is often called the effective or cooperative diffusivity [39–41]. As a standard diffusion equation, (2.9) implies a time-dependent length scale:

\[
l = \sqrt{D't}
\]

As in linear elasticity, the equilibrium equation (2.4) may be solved by using a stress function under the plane-strain condition. However, the poroelastic stress–strain relation in Eq. (2.3) leads to a slightly different compatibility condition, namely

\[
\nabla^2 \nabla^2 \psi = -2\Omega G^2 c
\]

where the Airy’s stress function \( \psi \) is related to the stress components as usual

\[
\sigma_{ij} = \frac{\partial^2 \psi}{\partial r^2}, \sigma_{ir} = -\frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial \psi}{\partial \theta} \right), \text{ and } \sigma_r = \frac{1}{r} \frac{\partial \psi}{\partial r} + \frac{1}{r^2} \frac{\partial^2 \psi}{\partial \theta^2}.
\]

Therefore, under the plane-strain condition, we may solve Eq. (2.9) for the solvent concentration and then solve Eq. (2.11) for the stress function, with which both the stress and chemical potential fields can be determined [17]. For plane strain (\( \varepsilon_z = 0 \)), we have

\[
\sigma_{ik} = \nabla^2 \psi + \sigma_z \text{ and } \sigma_z = \frac{2\nu}{1 - 2\nu} G\Omega(c - c_0) - \frac{\mu - \mu_0}{\Omega}
\]

by Eq. (2.3), so that the chemical potential is
\[ \mu = \mu_0 + \frac{GQ^2}{1 - 2\nu} (c - c_0) - \frac{\Omega}{2} \nabla^2 \psi \]  

(2.12)

2.2 Asymptotic Crack-Tip Fields. Consider a stationary crack (Fig. 1). To solve Eq. (2.9) near the crack tip \((r \to 0)\), we assume
\[ c = c_0 + \sum_{n} a_n(t) r^n f_n(\theta) \]  

(2.13)

where \(r\) and \(\theta\) are the polar coordinates with the origin at the crack tip; \(a_n\) is a function of time. Note that, since \(e_{k} = \Omega(c - c_0)\), \(n > -1\) is required in Eq. (2.13) so that the displacement remains finite at the crack tip.

Substitution of Eq. (2.13) into Eq. (2.9) leads to
\[ D^2 a_n(t) [\psi^n(\theta) + n^2 f_n(\theta)] = d_n^{(n-2)}(t) f_{n-2}(\theta) \]  

(2.14)

For the crack-tip solution \((r \to 0)\), the leading term in Eq. (2.13) correspond to the minimum value of \(n\) (designated as \(m\) hereafter), for which the right-hand side of Eq. (2.14) vanishes, namely
\[ f_m^n(\theta) + n^2 f_{m}(\theta) = 0 \]  

(2.15)

Solving Eq. (2.15) yields
\[ f_m(\theta) = b_m \cos(m\theta) + d_m \sin(m\theta) \]  

(2.16)

Similarly, for higher order terms with \(n = m + k\) and \(0 < k < 2\), the right-hand side of Eq. (2.14) also vanishes and we obtain
\[ f_{m+k}(\theta) = b_{m+k} \cos((m+k)\theta) + d_{m+k} \sin((m+k)\theta) \]  

(2.17)

where \(k\) does not have to be an integer.

Additional higher-order terms can be obtained by solving Eq. (2.14) recursively with the leading terms in Eqs. (2.16) and (2.17). For example, for \(n = m + 2\), we have
\[ f_{m+2}''(\theta) + (m + 2)^2 f_{m+2}(\theta) = [b_m \cos(m\theta) + d_m \sin(m\theta)] q \]  

(2.18)

\[ d_m(t) = qD^2 a_{m+2}(t) \]  

(2.19)

where \(q\) is a constant to be determined. Solving Eq. (2.18), we obtain
\[ f_{m+2}(\theta) = \frac{q}{4(m+1)} [b_m \cos(m\theta) + d_m \sin(m\theta)] 
\]  

(2.20)

\[ + b_{m+2} \cos[(m+2)\theta] + d_{m+2} \sin[(m+2)\theta] \]

Therefore, the leading terms for the solvent concentration can be written as
\[ c = c_0 + \sum_{0 \leq k \leq 2} a_{m+k}(t) r^{m+k} f_{m+k}(\theta) + \cdots \]  

(2.21)

With Eq. (2.21) for the solvent concentration, Eq. (2.11) becomes
\[ \nabla^2 \psi = -2\Omega G q a_{m+2}[b_m \cos(m\theta) + d_m \sin(m\theta)] r^m \]  

(2.22)

The general solution to Eq. (2.22) consists of a particular solution and a homogeneous solution, namely
\[ \psi = \psi_p(r, \theta) - \frac{\Omega G q a_{m+2}}{16(m+1)(m+2)} [b_m \cos(m\theta) + d_m \sin(m\theta)] r^{m+4} \]  

(2.23)

where the homogenous solution takes the form of a series expansion as
\[ \psi_p(r, \theta) = \sum_{n=1}^{\infty} \psi_n(\theta) r^{2n} \]  

(2.24)

\[ \psi_n(\theta) = C_n \cos \left( \frac{n+2}{2} \theta \right) + C_n \sin \left( \frac{n+2}{2} \theta \right) \]  

(2.25)

The stress field corresponding to the particular solution is non-singular, \(\sigma \sim r^{m+2}\) \((m > -1)\). As a result, the leading terms for the stress function are from the homogenous solution with \(1 \leq n \leq 4\), which takes the same form as the linear elastic crack-tip solution.

The asymptotic solution in the form of Eqs. (2.21) and (2.23) can be decomposed into symmetric (mode I) and antisymmetric (mode II) modes with respect to the angular variations. Hereafter, we consider only the solution for cracks in the symmetric mode (mode I) under plane strain conditions. Keeping the four leading terms for mode I, the stress function becomes
\[ \psi(r, \theta, t) = C_{a1}(t) \cos \left( \frac{n+2}{2} \theta \right) + C_{a3}(t) \cos \left( \frac{n+2}{2} \theta \right) + \cdots \]  

(2.26)

and the solvent concentration can be written as
\[ c(r, \theta, t) = c_0 + \sum_{0 \leq k \leq 2} a_{m+k}(t) r^{m+k} \cos(m+2)\theta + \cdots \]  

(2.27)

where the higher order term \((\sim r^{m+2})\) in Eq. (2.21) has been ignored.

For plane-strain problems, the chemical potential is obtained by inserting Eqs. (2.26) and (2.27) into Eq. (2.12)
\[ \frac{\mu - \mu_0}{\Omega} = \frac{\Omega G}{1 - 2\nu} \sum_{0 \leq k \leq 2} a_{m+k} r^{m+k} \cos(m+k)\theta \]  

(2.28)

If the crack is filled with an external solution (e.g., water), the chemical potential at the crack faces \((\theta = \pm \pi)\) equals a constant, i.e., \(\mu_0 = 0\); we call such a crack as “immersed.” Alternatively, if the crack is not immersed and the crack faces are impermeable to solvent diffusion, the flux across the crack faces is zero, i.e., \((\partial\mu/\partial\theta) = 0\). In Eq. (2.28), the first leading term from the
Moreover, to satisfy the boundary conditions for the chemical potential at the crack faces (immersed or not-immersed), we must have \( k = (n - 1)/2 \) for the four leading terms of the solvent concentration to have the same orders as \( \nabla^2 \psi \) with \( 1 \leq n \leq 4 \). Thus, Eq. (2.27) can be rewritten as

\[
c(r, \theta, t) = c_0 + \sum_{n=1}^{4} c_n(t)r^{n-2}\cos\left(\frac{n-2}{2}\theta\right) + \cdots \tag{2.29}
\]

Then, the leading terms for the chemical potential in Eq. (2.28) becomes

\[
\mu(r, \theta, t) = \mu_0 + \sum_{n=1}^{4} \mu_n(t)r^{n-2}\cos\left(\frac{n-2}{2}\theta\right) + \cdots \tag{2.30}
\]

where \( \mu_n(t) = G\Omega/(1 - 2\nu)C_{n3}(t) - nC_{n3}(t) \). For the singular term \( (n = 1) \) to vanish in Eq. (2.30), it requires that \( \mu_1 = 0 \) and hence

\[
\frac{G\Omega}{1 - 2\nu} c_1 - C_{13} = 0 \tag{2.31}
\]

With the chemical potential in Eq. (2.30), the chemical boundary condition for the immersed case \( (\mu_0 = 0) \) requires that \( \mu_2 = \mu_4 = 0 \) and hence

\[
\frac{G\Omega}{1 - 2\nu} c_2 - 2C_{23} = 0 \tag{2.32}
\]

\[
\frac{G\Omega}{1 - 2\nu} c_4 - 4C_{43} = 0 \tag{2.33}
\]

As a result, the chemical potential in this case becomes

\[
\mu = \mu_3(t)\sqrt{r}\cos\left(\frac{\theta}{2}\right) + \cdots \tag{2.34}
\]

For the not-immersed case, the zero flux boundary condition requires that \( \mu_3 = 0 \) and hence

\[
\frac{G\Omega}{1 - 2\nu} c_3 - 3C_{33} = 0 \tag{2.35}
\]

The leading terms of the chemical potential are constant and linear \( (n = 2, 4) \)

\[
\mu = \mu_{\text{tip}}(t) + \mu_4(t)r\cos\theta + \cdots \tag{2.36}
\]

where \( \mu_{\text{tip}}(t) = \mu_0 + \mu_2(t) \). This is different from the asymptotic solution for the case of a steady-state crack [17].

With the Airy stress function in Eq. (2.26), the stress components are obtained as follows:

\[
\sigma_{yy} = \frac{1}{4} \sum_{n=1}^{4} r^{n-2} \left[ n(n + 2)C_{n3}\cos\left(\frac{n+2}{2}\theta\right) \right. \right. \nonumber \]

\[
+ n(n - 6)C_{n3}\cos\left(\frac{n-2}{2}\theta\right) \left. \right] + \cdots \tag{2.37a}
\]

\[
\sigma_{y\theta} = \frac{1}{4} \sum_{n=1}^{4} r^{n-2} \left[ n(n + 2)C_{n3}\cos\left(\frac{n+2}{2}\theta\right) \right. \right. \nonumber \]

\[
+ n(n + 2)C_{n3}\cos\left(\frac{n-2}{2}\theta\right) \left. \right] + \cdots \tag{2.37b}
\]

which are identical to the linear elastic crack-tip solution. To satisfy the traction-free boundary conditions at the crack faces, it requires: \( C_{11} = C_{13}/3, C_{21} = -C_{23}, C_{31} = -C_{33}/5, C_{41} = -C_{43} \). Following the linear elastic fracture mechanics, the two leading terms of stresses are related to the stress intensity factor \( (K_I) \) and the T-stress \( (\sigma_T) \) as: \( C_{13} = K_I/\sqrt{2\pi}, C_{23} = \sigma_T/4 \). Thus, the stress components can be written as

\[
\sigma_{ij} = \frac{K_I}{\sqrt{2\pi r}} f_i(t) + \sigma_T \delta_{ij} \delta_{ij} + \cdots \tag{2.38}
\]

where

\[
f_{11} = \cos\left(\frac{\theta}{2}\right) \left[ 1 - \sin\left(\frac{\theta}{2}\right) \sin\left(\frac{3\theta}{2}\right) \right] \tag{2.39a}
\]

\[
f_{12} = \cos\left(\frac{\theta}{2}\right) \left[ 1 + \sin\left(\frac{\theta}{2}\right) \sin\left(\frac{3\theta}{2}\right) \right] \tag{2.39b}
\]

\[
f_{13} = \cos\left(\frac{\theta}{2}\right) \sin\left(\frac{\theta}{2}\right) \cos\left(\frac{3\theta}{2}\right) \tag{2.39c}
\]

With Eq. (2.31), the singular term for the solvent concentration is related to the stress intensity factor as

\[
c_1 = \frac{1 - 2\nu}{2G\Omega} \frac{K_I}{\sqrt{2\pi}} \tag{2.40}
\]

which is true for both the immersed and not-immersed cases. The next term for the solvent concentration is a constant \( (n = 2) \) that can be related to the T-stress and the crack-tip chemical potential as:

\[
c_2 = \frac{1 - 2\nu}{2G\Omega} \left( \mu_{\text{tip}} + \sigma_T \right) \tag{2.41}
\]

where \( \mu_{\text{tip}} = 0 \) for the immersed case.

Furthermore, the singular part of the crack-tip strain field is identical to that in the linear elastic case, and the leading term of the displacement field is also identical. In particular, the near-tip crack-opening displacement is

\[
u_2(r, \theta = \pm \theta) = \pm \frac{2(1 - \nu)K_I}{G} \sqrt{\frac{r}{2\pi}} + \cdots \tag{2.42}
\]

In summary, we have obtained a linear poroelastic solution for the asymptotic crack-tip fields (mode I), with the crack-tip stress components given by Eqs. (2.38) and the solvent concentration by Eq. (2.29). The chemical potentials are given by Eqs. (2.34) and (2.36) for the immersed and not-immersed cases, respectively. The leading terms of the poroelastic crack-tip fields require three independent crack-tip parameters for the immersed case: \( K_I, \sigma_T, \mu_{\text{tip}} \), but require 4 independent parameters for the not-immersed case: \( K_I, \sigma_T, \mu_{\text{tip}}, \mu_2 \). All these parameters are time dependent for a stationary crack in a linearly poroelastic material, and they can be determined numerically for specific specimen geometry and loading conditions.

### 2.3 Energy Release Rate

To calculate energy release rate for crack growth in a poroelastic material, a modified J-integral
was derived by Bouklas et al. [29] in a nonlinear setting, which can be linearized to yield [17]:

$$J^* = \int_{\Gamma} \left( \phi \rho_l - \sigma_{ij} \rho_l \frac{\partial \mu}{\partial \lambda_1} \right) d\Gamma + \int_{A} (c - c_0) \frac{\partial \mu}{\partial \lambda_1} dA$$  (2.43)

where $A$ is the area enclosed by the contour $\Gamma$ around the crack tip and the linearized free energy density function is

$$\frac{\partial \phi}{\partial \lambda} = G \left[ \epsilon_{ij} + \frac{\nu}{1 - 2\nu} \epsilon_{kk} \right] - (R - \mu \theta_0)(c - c_0)$$  (2.44)

The modified J-integral is path independent and can be calculated by the domain integral method, as shown in the previous studies [17,29]. Note that the linearized J-integral in Eq. (2.43) gives the energy release rate per unit area of crack growth in the initial swollen state, not in the dry state as in the original definition by Bouklas et al. [29]; the two are simply related by a factor of $\lambda_0^2$.

Similar to the case of steady-state crack growth [17], the energy release rate by the modified J-integral can be related to the crack-tip stress intensity factor for a stationary crack as

$$J^* = \frac{1 - \nu}{2G} K_I^2$$  (2.45)

which can be shown as a result of the asymptotic crack-tip fields. Since $K_I$ is a function of time, the energy release rate $J^*$ is also a function of time for a stationary crack in a poroelastic material.

3 A Center Crack Model

Consider a specimen with a center crack (Fig. 1), subject to uniaxial tension by either displacement or load (traction) controlled step loading under plane strain conditions. The initial state of the gel is stress free and homogeneously swollen, with a solvent concentration $c_0 = (1 - \eta_0^0)/\Omega$ corresponding to the chemical potential $\mu_0 = 0$. The specimen may be immersed in an external solution with a chemical potential $\mu = 0$. Alternatively, if the specimen is not immersed, we assume that all the boundaries are impermeable to solvent diffusion so that the normal flux is zero. The same problem was considered by Bouklas et al. [29] using a nonlinear formulation, which did not permit an asymptotic analysis. Here, based on the linear poroelasticity formulation (Sec. 2.1), a simpler finite element method is developed to solve the initial/boundary value problem (Appendix A), which allows us to compare with the asymptotic analysis and determine the time-dependent crack-tip parameters as well as the crack-tip energy release rate.

By symmetry, only a quarter of the specimen is modeled by the finite element method as illustrated in Fig. 1. The symmetry boundary conditions are imposed at $x_1 = 0$ and at $x_1 > a$, $x_2 = 0$. The remote tension under displacement control is applied as

$$u_2 = h \epsilon_{0a}, \sigma_{12} = 0 \text{ at } x_2 = h$$  (3.1)

Under load (traction) control, the boundary condition becomes

$$\sigma_2 = \sigma_{0a}, \sigma_{12} = 0 \text{ at } x_2 = h$$  (3.2)

Traction-free conditions are assumed for the crack face ($x_1 < a$, $x_2 = 0$) and at $x_1 = h$. The applied strain ($\epsilon_{0a}$) or stress ($\sigma_{0a}$) is assumed to be constant for $t > 0$ (step loading).

For the finite element analysis, all the lengths are normalized by half of the crack length (e.g., setting $a = 1$) and time is normalized by the characteristic diffusion time, $\tau = d^2/D^s$. Stresses are normalized by the shear modulus $G$, chemical potential by $G \Omega$ and solvent concentration by $\Omega^{-1}$. Within the linear poroelastic formulation, the elastic moduli ($G$ and $\nu$) are related to the gel properties. Taking $\lambda_0 = 3.215$ as the initial swelling ratio, the corresponding Poisson’s ratio is 0.24. The Poisson’s ratio can be varied by using different gel properties with different initial swelling ratios [39].

By dimensional considerations, the poroelastic stress intensity factor at the crack tip can be written as

$$K_t = \xi_\omega \left( \frac{t}{\tau; \lambda_0} \right) \sigma_{0a} \sqrt{\pi a}$$  (3.3a)

or

$$K_t = \xi_\omega \left( \frac{t}{\tau; \lambda_0} \right) \sigma_{0a} \sqrt{\pi a}$$  (3.3b)

where $\xi_\omega$ and $\xi_\omega$ are dimensionless functions under displacement and traction controlled conditions, respectively.

For a linearly elastic specimen of the same geometry as in Fig. 1, the stress intensity factor is

$$K_e = \xi_{we} \left( \frac{h}{a} \right) \frac{2G \sigma_{0a}}{1 - \nu} \sqrt{\pi a}$$  (3.4a)

or

$$K_e = \xi_{we} \left( \frac{h}{a} \right) \frac{\sigma_{0a} \sqrt{\pi a}}{G}$$  (3.4b)

For $h/a = 10$, we obtain numerically $\xi_{we}(10) = 0.989$ and $\xi_{we}(10) = 1.014$, both of which approaches 1 as $h/a \rightarrow \infty$.

Instantaneously upon a step loading ($t = 0^+$), if the poroelastic material behaves like an incompressible elastic material with $\nu = 0.5$ (undrained), the stress intensity factor would be (for both immersed and not-immersed cases):

$$K_{01} = 4\xi_{we}G \sigma_{0a} \sqrt{\pi a}$$  (load control) or

$$K_{00} = \xi_{we} \sigma_{0a} \sqrt{\pi a}$$  (traction control)

where $\xi_{we}$ is a dimensionless function as in Table 1. The short-time limits for the stress intensity factor and the energy release rate for a poroelastic material are not necessarily the same as those expected for an incompressible elastic material.

The instantaneous elastic deformation around the crack leads to an inhomogeneous field of chemical potential, which drives solvent diffusion. As the poroelastic stress intensity factor evolves over time (Eq. 3.3), the crack-tip energy release rate by the modified J-integral can be written as

$$\frac{J^*}{J_0} = \Lambda \left( \frac{t}{\tau; \lambda_0} \right)$$  (3.5)

where the dimensionless function on the right-hand side is to be determined numerically and depends on the chemo-mechanical conditions.

Next, we discuss the short-time and long-time limits for the stress intensity factor and the energy release rate under different chemo-mechanical conditions, followed by the full-field numerical results and discussion in Sec. 4.

3.1 Short-Time Limits. At the short time limit ($0 < t/\tau < 1$), solvent diffusion is confined in a small region around the crack tip (as well as near the edges) with a length scale, $l_s = \sqrt{\pi \tau} \approx a$. In this crack-tip region ($r < l_s$), the stress is partly relaxed, leading to a reduced stress intensity factor, referred to as poroelastic shielding [30,31]. For the immersed case, an
approximate analytical solution was presented by Hui et al. [31], which predicted a relation between the poroelastic crack-tip stress intensity factor and the instantaneous (elastic) stress intensity factor

\[ K_I(t \to 0^+) = \frac{K_{I0}}{2(1-\nu)} \]  

(3.6)

On the other hand, Atkinson and Craster [30] presented a more sophisticated analysis and predicted a different relation for the immersed case

\[ K_I(t \to 0^+) = \frac{K_{I0}}{\left[ N_i(0) - \eta d \right]} \]  

(3.7)

where \( N_i(0) \), \( \eta \), and \( d \) are functions of Poisson’s ratio (see Appendix B). It is found that the numerical results of Eq. (3.7) can be written approximately as

\[ K_I(t \to 0^+) \approx K_{I0} \left[ \frac{1}{2(1-\nu)} \right]^g \]  

(3.8)

where \( g \approx 0.735 \) (see Appendix C). As shown in Fig. 11, results from our finite element analysis agree closely with Eq. (3.8), whereas Eq. (3.6) underestimates the crack-tip stress intensity factor. Interestingly, a relation identical to Eq. (3.6) was recently predicted for the case of steady-state crack growth in a linearly poroelastic material at the limits of fast or slow crack speed [17].

For not-immersed cases, Craster and Atkinson [42] obtained the short-time limit of the crack-tip stress intensity factor as

\[ K_I(t \to 0^+) = K_{I0} \left[ \frac{1}{2(1-\nu)} \right] \]  

(3.9)

Therefore, in both immersed and not-immersed cases, \( K_I(t \to 0^+) < K_{I0} \) as long as \( \nu < 0.5 \); the poroelastic shielding is slightly weaker for the not-immersed case.

With Eq. (2.45), the crack-tip energy release rate at the short-time limit is obtained for the immersed and not-immersed cases as

\[ J^*(t \to 0^+) = J_0 \left[ \frac{1}{2(1-\nu)} \right] ^{2v-1} \]  

(3.10)

Thus, for the immersed case (\( g \approx 0.735 \)), \( J^*(t \to 0^+) < J_0 \); for the not-immersed case (\( g \approx 0.5 \), \( J^*(t \to 0^+) = J_0 \)). Interestingly, while poroelastic shielding in terms of the stress intensity factor is predicted for both cases, poroelastic toughening in terms of the energy release rate is predicted for the immersed case only. As noted by Eqs. (2.34) and (2.36), while the chemical potential is non-singular at the crack tip for both immersed and not-immersed cases, the gradient of chemical potential is singular for the immersed case but not singular for the not-immersed case. As a result, the energy dissipation due to solvent diffusion as calculated by the domain integral in Eq. (2.43) approaches zero at the short-time limit for the not-immersed case but approaches a finite value for the immersed case, hence the difference in poroelastic toughening.

The poroelastic crack-tip stress intensity factor and energy release rate at the short-time limit are the same for displacement or load control except for the different values from the elastic solution (\( K_{I0} \) and \( J_0 \)).

### 3.2 Long-Time Limits.

At the long-time limit (\( t \to \infty \)), the chemical potential becomes homogenous so that the specimen reaches both chemical and mechanical equilibrium. For the immersed case, the chemical potential is zero (\( \mu = \mu_0 = 0 \)), while for the not-immersed case it is a constant (\( \mu = \mu_c \)) that depends on the applied displacement or traction. In both cases, the right-hand side of Eq. (2.11) vanishes, and the poroelastic problem becomes identical to an elasticity problem. For the immersed case, the stress intensity factor at the long-time limit is exactly the same as the elastic case with the (drained) Poisson’s ratio (\( \nu \)). Under displacement control, we obtain:

\[ K_I(t \to \infty) = \frac{K_{I0}}{2(1-\nu)} \]  

(3.11)

which is smaller than the short-time limit given by Eq. (3.8) with \( \nu < 0.5 \). Incidentally, this is the same as the short-time limit predicted by Hui et al. [31]. Under load control, the elastic stress intensity factor is independent of Poisson’s ratio. As a result, the poroelastic stress intensity factor at the long-time limit is simply

\[ K_I(t \to \infty) = K_{I0} = \frac{\xi_a s_a \sqrt{\pi a}}{47} \]  

(3.12)

which is greater than the short-time limit in Eq. (3.8) for the immersed case. Therefore, the poroelastic stress intensity factor as a function of time depends on the loading conditions, with different long-time limits for displacement and load control.

With Eq. (2.45), the crack-tip energy release rate at the long-time limit for the immersed case is obtained as

\[ J^*(t \to \infty) = \frac{J_0}{2(1-\nu)} \]  

(3.13a)

under displacement control and

\[ J^*(t \to \infty) = 2(1-\nu)J_0 \]  

(3.13b)

under load control. Similar to the stress intensity factor, the crack-tip energy release rate as a function of time also depends on the loading conditions.

For the not-immersed case, under load control, the stress field is the same as that for the immersed cases since it is subject to only traction boundary conditions, although the strain field is different due to different chemical potential in the stress–strain relation.

---

Table 1  Short-time and long-time limits of the poroelastic stress intensity factor and the crack-tip energy release rate for center-cracked specimens

<table>
<thead>
<tr>
<th></th>
<th>Short-time limit</th>
<th>Long-time limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Immersed</td>
<td>( K_I(t \to 0^+) = \frac{K_{I0}}{2(1-\nu)} )</td>
<td>( K_I(t \to \infty) = \frac{K_{I0}}{2(1-\nu)} )</td>
</tr>
<tr>
<td>Load control</td>
<td>( J^*(t \to 0^+) = J_0 \left[ \frac{1}{2(1-\nu)} \right] ^{2v-1} )</td>
<td>( J^*(t \to \infty) = J_0 \left[ \frac{1}{2(1-\nu)} \right] ^{2v-1} )</td>
</tr>
<tr>
<td>Not-immersed</td>
<td>( K_I(t \to 0^+) = K_{I0} \left[ \frac{1}{2(1-\nu)} \right] ^g )</td>
<td>( K_I(t \to \infty) = K_{I0} \left[ \frac{1}{2(1-\nu)} \right] ^g )</td>
</tr>
<tr>
<td>Load control</td>
<td>( J^*(t \to 0^+) = J_0 \left[ \frac{1}{2(1-\nu)} \right] ^g )</td>
<td>( J^*(t \to \infty) = J_0 \left[ \frac{1}{2(1-\nu)} \right] ^g )</td>
</tr>
</tbody>
</table>

---

Note that, by Eq. (2.8), \( \nabla^2 c = (1-2\nu)/(1-\nu) \Omega^2 G \nabla^2 u \), which vanishes at the long-time limit.

Based on numerical results for \( h/a = 10 \) and \( \nu = 0.24 \).
Thus, the stress intensity factor in this case is the same as Eq. (3.12), which again is greater than the short-time limit in Eq. (3.9) for the not-immersed case. Under displacement control, the traction-free boundary condition at the crack faces and the free edge \( \xi_1 = h \) requires that

\[
2G \left( \varepsilon_0 + \frac{\nu}{1-2\nu} \varepsilon_{02} \delta_{12} \right) \delta_{ij} = \frac{\mu_{\infty} - \mu_0}{\Omega} n_i
\]  

(3.14)

Comparing to the immersed case, the only difference is that the right-hand side of Eq. (3.14) is not zero for the not-immersed case. Thus, the long-time limit for the not-immersed case under displacement control can be regarded as a superposition of two elasticity problems as illustrated in Fig. 2: one corresponding to the long-time limit for the immersed case with the same applied displacement (problem A) and the other (problem B) with zero applied displacement, but with a normal traction or pressure, \( p = -\mu_{\infty} - \mu_0/\Omega \), acting on the crack faces and the free edges \( \xi_1 = h \). By linear superposition, the stress intensity factor at the long-time limit in this case can be obtained as

\[
K_I(t \to \infty) = \frac{K_{10}}{2(1 - \nu)} + K_p
\]  

(3.15)

where \( K_p \) is the stress intensity factor in problem B. Since \( \mu_{\infty} - \mu_0 < 0 \) under tension, the crack face in problem B is subject to a positive pressure \( p > 0 \), which gives a positive stress intensity factor \( K_p > 0 \). Hence, the stress intensity factor at the long-time limit is greater for the not-immersed case than the immersed case under displacement control.

Furthermore, the chemical potential at the long-time limit for the not-immersed case can be determined semi-analytically as follows. Since the corresponding poroelastic problem can be treated as a superposition of the two linear elasticity problems (Fig. 2), the pressure for problem B must be chosen such that the sum of the total volume changes in the two elasticity problems is zero because the total volume of the specimen is conserved for the not-immersed case. Let the average normal traction at the top/bottom edges of the two elasticity problems be

\[
\bar{\sigma}_{22} = \frac{1}{2h} \int_{-h}^{h} \sigma_{22} dx
\]  

(3.16)

It can be shown that \( \bar{\sigma}_{22}^A = 2G\bar{\theta}_c/(1 - \nu) \) and \( \bar{\sigma}_{22}^B = -\bar{\rho}_p/(1 - \nu) \) if \( h/a \gg 1 \). For \( h/a = 10 \) and \( \nu = 0.24 \), by a standard finite element method, we obtain \( \bar{\sigma}_{22}^A = 2.60 G\bar{\theta}_c \) and \( \bar{\sigma}_{22}^B = -0.33 \rho_p \), both of which are close to those for \( h/a > 1 \). For the same specimen subject to a uniform equibiaxial compressive stress \( \sigma_{11} = \sigma_{22} = \sigma_0 < 0 \) under the plane-strain condition, the resulting strains in the \( x_1 \)-and \( x_2 \)-directions are the same \( \varepsilon_{11} = \varepsilon_{22} = \varepsilon_0 \). Then, by the reciprocal theorem, the volume changes in the linear elasticity problems A and B can be obtained as

\[
\sigma_0 \Delta V_A = (2h\sigma_{22}^A)/(2h)\bar{\theta}_c
\]  

(3.17a)

\[
\sigma_0 \Delta V_B = (2h\sigma_{22}^B)/(2h)\bar{\rho}_p
\]  

(3.17b)

Thus, by setting \( \Delta V_A + \Delta V_B = 0 \), we obtain \( p = \sigma_{22}^A + \sigma_{22}^B \), and hence for \( h/a \gg 1 \), \( p = 2G\bar{\theta}_c \) and \( \mu_{\infty} = \mu_0 - 2G\bar{\theta}_c \). For \( h/a = 10 \), we obtain numerically \( p = 1.95 G\bar{\theta}_c \). The corresponding stress intensity factor for problem B is \( K_p = (p + \sigma_0\sqrt{h})/\sqrt{\bar{\sigma}_{22}^B} = (1 - \nu)G\bar{\theta}_c \sqrt{\bar{\sigma}_{22}} \) for \( h/a \gg 1 \) or in general, \( K_p = \bar{\sigma}_{22}(h/a, \nu)G\bar{\theta}_c \sqrt{\bar{\sigma}_{22}} \), where \( \bar{\sigma}_{22} = 2.34 \) for \( h/a = 10 \) and \( \nu = 0.24 \). Therefore, for the not-immersed case under displacement control, the crack-tip stress intensity factor at the long-time limit is

\[
K_I(t \to \infty) = \frac{K_{10}}{2(1 - \nu)} + K_p = K_{10} \text{ for } h/a \gg 1
\]  

(3.18)

and \( K_I(t \to \infty) = 0.993K_{10} \text{ for } h/a = 10 \) and \( \nu = 0.24 \). We note that the long-time limits under displacement and load control conditions are the same for the not-immersed case if \( h/a \gg 1 \), but slightly different for a finite specimen. Similarly, the energy release rate at the long-time limit for \( h/a \gg 1 \) is the same as Eq. (3.13b) for the not-immersed case under displacement control, but slightly different for a finite specimen: \( J^*(t \to \infty) = 1.496 J_0 \text{ for } h/a = 10 \) and \( \nu = 0.24 \).

For a not-immersed specimen under load control, the long-time limit of the chemical potential can be obtained in the same way by the reciprocal theorem: \( \mu_{\infty} = \mu_0 - 0.5a_0\bar{\theta}_c \), which is the same as that under displacement control for \( h/a \gg 1 \) (with \( e_0 = 4G\bar{\theta}_c \)).

Table 1 summarizes the short-time and long-time limits of the poroelastic stress intensity factor and the crack-tip energy release rate for the immersed and not-immersed cases under displacement and load controlled conditions. Notably, while the long-time limits of the stress intensity factor and energy release rate are lower than their short-time limits for the immersed case under displacement control, it is the opposite for the other three cases (immersed load control, and not-immersed, both displacement and load control). In particular, under displacement control, the lower long-time limit for the immersed case may be expected as a result of poroelastic relaxation, which however is not the case for the not-immersed specimen. Under load control, the long-time limits are higher for both immersed and not-immersed cases, similar to the creep behavior in metals and polymers.

4 Numerical Results and Discussion

In this section, we present numerical results for the center-crack model (Fig. 1) obtained by the finite element method (Appendix A) based on linear poroelasticity. We compare the numerical results with the asymptotic analysis for the crack-tip fields as predicted in Sec. 2.2 and determine the time-dependent crack-tip parameters. The short-time and long-time limits as well as the transient evolution in between are examined for different chemical and mechanical boundary conditions (immersed versus not-immersed, displacement versus load control). The possible scenario of delayed fracture as a result of solvent diffusion is discussed based on a hypothetic criterion for onset of crack growth.

4.1 Poroelastic Crack-Tip Fields. The asymptotic poroelastic crack-tip fields are derived in Sec. 2.2 for both the immersed and not-immersed cases. The singular stress and solvent concentration fields are given in Eqs. (2.38) and (2.29), where the leading terms relate to the stress intensity factor and T-stress. As discussed in Sec. 3, the stress intensity factor is a function of time (Eq. 3.3) and can be determined numerically. For a center-cracked...
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slightly larger: \( K_I = 5.70 \, G \varepsilon_b \sqrt{a} \), as expected for the short-time limit by Eq. (3.9), \( K_I(t \to 0^+) = 5.69 \, G \varepsilon_b \sqrt{a} \). In this case, the T-
stress and \( \Omega_2 \) are obtained independently by fitting the stress com-
ponent \( \sigma_{11} \) and the solvent concentration: \( \sigma_T = -6.01 \, G \varepsilon_c \) and
\( \Omega_2 = -8.63 \varepsilon_c \). Then, by Eq. (2.41), we obtain \( \mu_{tip} = -13.6 \Omega \varepsilon_b \) as the chemical potential at the crack tip (as opposed to \( \mu_{tip} = 0 \) for the immersed case). Figure 4 shows the angular distri-
ctions of the chemical potential for the immersed and not-
immersed cases. As predicted by Eq. (2.34), the leading term of the chemical potential for the immersed case is proportional to \( \sqrt{r} \). By fitting the numerical results with the analytical prediction, we obtain \( \mu_3 = -150 \Omega G \varepsilon_c / \sqrt{a} \). For the not-immersed case, Eq.
(2.36) predicts a constant term \( \mu_{tip} \) as the leading term, which is related to the T-stress and \( c_2 \) by Eq. (2.41). By subtracting the con-
stant \( \mu_{tip} \), the next leading term is proportional to \( r \), for which we obtain \( \mu_4 = -494 \Omega \varepsilon_b / \sqrt{a} \) by fitting. Note that in Fig. 4 the chem-
ical potentials for the two cases are normalized differently. The
slope of the chemical potential is zero at \( \theta = \pi \) for the not-
immersed case as required by the zero-flux condition at the crack
face, whereas the slope is not zero for the immersed case, indicating
solvent flux across the crack face. Again, the numerical results at different radii are plotted to show that the angular distributions are independent of the radius as predicted.

Figures 3 and 4 illustrate that the time-dependent crack-tip parameters can be determined by comparing the numerical results for the angular distributions of stress, solvent concentration, and chemical potential to the asymptotic predictions. In particular, for the immersed case; three independent parameters are determined for the poroelastic crack-tip fields, including \( K_I, \sigma_T \) and \( \mu_3 \), while four independent parameters are determined for the not-immersed case, including \( K_I, \sigma_T, \mu_{tip} \) and \( \mu_4 \). As noted by Yu et al. [17] for steady-state crack growth in a linearly poroelastic material, it is also possible to determine the crack-tip parameters from the radial distributions of the displacement and chemical potential along the crack face. For example, the stress intensity factor can be determined by the crack-opening displacement based on Eq. (2.42). Figure 5 shows the normalized crack-tip parameters versus the normalized time for the center-cracked specimen with \( h/a = 10 \) and \( \nu = 0.24 \). The stress intensity factor (Fig. 5(a)) for the not-
immersed case increases monotonically with time from the short-
time limit \( (K_I(t \to 0^+) = 5.69 \, G \varepsilon_b \sqrt{a} / a) \) to the long-time limit
\( (K_I(t \to \infty) = 6.96 \Omega \varepsilon_b \sqrt{a}) \). On the other hand, the stress intensity
factor for the immersed case first increases and then decreases over time, with a peak at \( t/\tau \sim 1 \). The non-monotonic variation may be attributed to the effect of solvent diffusion from the outer boundary for the immersed case, consistent with previous results.

![Fig. 3 Numerical results for the angular distributions of the stress components (a)–(c) and solvent concentration (d) around the crack tip at \( t/\tau = 10^{-4} \), in comparison with the asymptotic predictions, for the immersed case with \( h/a = 10 \) and \( \nu = 0.24 \)](image-url)
by Bouklas et al. [29]. For both the immersed and not-immersed cases, the numerical results approach the theoretical values at the short-time and long-time limits represented by the horizontal dashed and dotted lines in Fig. 5(a). The T-stress in Fig. 5(b) is negative for both cases, with the magnitude decreasing over time. At short time, the magnitude of T-stress is higher for the immersed case than the not-immersed case. At the long time limit, the T-stress approaches to the elastic limits, \( \lim_{t \to \infty} T = -2GJ_0/\sqrt{1-\nu} \), with \( \nu = 0.24 \) for the immersed case and \( \nu = 0.5 \) for the not-immersed case. Figure 5(c) shows that the chemical potential at the crack tip for the not-immersed case is negative, first increasing and then decreasing over time, with a long-time limit as predicted in Sec. 3 by the method of superposition (\( \mu_{\infty} = -1.950\Omega G_{K0} \)). Two additional parameters for the chemical potential, corresponding to the square root term (\( \mu_s \)) for the immersed case and the linear term (\( \mu_l \)) for the not-immersed case, are shown in Fig. 5(d), both decreasing over time and vanishing at the long-time limit as expected for a constant chemical potential in the equilibrium state. Moreover, Hui et al. [31] predicted that for short-time (\( t/\tau \ll 1 \)), \( \mu_s \sim \Omega K_0/\sqrt{Dt} \), which agrees closely with the numerical results for the immersed case for \( t/\tau < 1 \). For the not-immersed case, the numerical results (Fig. 5(d)) suggest that \( \mu_s \sim \Omega K_0(Dt)^{-0.75} \) at short time (\( t/\tau < 1 \)).

4.2 Transient Full-Field Analysis. The full-field time evolution of the chemical potential and solvent concentration in a center-cracked specimen is shown in Fig. 6. Upon loading, the chemical potential immediately becomes inhomogeneous around the crack where the solvent concentration remains homogeneous (except for an infinitesimal region near the crack tip). The gradient of chemical potential drives solvent diffusion so that solvent concentration increases ahead of the crack tip. Meanwhile, solvent diffusion occurs also from the outer edges for the immersed specimen. Eventually, after a sufficiently long-time (\( t/\tau \gg 1 \)), the chemical potential becomes homogeneous (\( \mu = 0 \)) as the specimen reaches chemical equilibrium with the external solution, whereas solvent concentration is inhomogeneous near the crack as a result of inhomogeneous stress and deformation by the condition of mechanical equilibrium. The overall behavior is similar to the results by Bouklas et al. [29].

Figure 7(a) shows that the chemical potential ahead of the crack tip follows the poroelastic crack-tip solution in Eq. (2.34) (\( \mu \sim r^{-1/2} \)) up to a distance proportional to the diffusion length (\( l_d/a = \sqrt{t/\tau} \)). For \( r > l_d \), the chemical potential transitions to follow an elastic solution with \( \mu \sim r^{-1/2} \) until \( r \sim a \). As noted in a previous study [16], by assuming a constant solvent concentration (\( c = c_0 \)) and incompressibility (\( \nu = 0.5 \)), the chemical potential can be obtained from the elastic crack-tip solution as

\[
\mu = -\frac{\Omega K_0}{\sqrt{2\pi r}} \cos \frac{\theta}{2}
\]

(4.1)

which reduces to Eq. (4.1) for \( r > 2l_d \). For \( r < l_d \), the leading term in Taylor’s expansion of Eq. (4.2), with \( \mu_s = -\Omega K_0/\sqrt{2\pi^2Dt} \) as shown in Fig. 5(d). Thus, by rescaling the chemical potential as \( \mu_s G_{K0} \) and the distance as \( r/l_d \), in Fig. 7(b), the numerical results for \( t/\tau < 1 \) nearly collapse onto one curve except for the far field (\( r > a \)). The transition from the poroelastic crack-tip field (\( \mu \sim r^{-1/2} \)) to the elastic field (\( \mu \sim r^{-1/2} \)) is captured closely by Eq. (4.2), except for the case with an extremely short time (\( t/\tau = 10^{-6} \)). By Eq. (4.2), the minimum chemical potential is predicted at \( r \approx 2l_d \), directly ahead of the crack tip (\( \theta = 0 \)). For \( t/\tau > 1 \), the elastic crack-tip field ceases to exist, while the poroelastic field extends further away from the crack tip to directly interact with the far field. Eventually, the chemical potential becomes zero everywhere as shown in Fig. 6.

For a not-immersed specimen, Fig. 8 shows that the chemical potential ahead of the crack tip follows the poroelastic crack-tip solution in Eq. (2.34) up to a distance proportional to the diffusion length. Strictly, the elastic crack-tip solution for the chemical potential in Eq. (4.1) does not satisfy the zero-flux condition on the crack faces. Thus, it appears that the elastic crack-tip field does not exist theoretically for the not-immersed case. However, the numerical results in Fig. 8 suggest that the chemical potential follows the elastic solution for \( 2l_d < r < a \) ahead of the crack tip in the not-immersed case, similar to the immersed case, although the angular distribution of the chemical potential may be different from Eq. (4.1). For \( t/\tau > 1 \), the poroelastic crack-tip field interacts with the far field, and the chemical potential eventually becomes a nonzero constant (\( \mu_{\infty} = -1.950\Omega G_{K0} \)) everywhere.

4.3 Energy Release Rate. By the modified J-integral in Eq. (2.43), which is path independent as shown in previous studies [16,17,29], we calculate the crack-tip energy release rate (\( J^t \)) in the poroelastic center-cracked specimen. Alternatively, the
crack-tip energy release rate can also be calculated using Eq. (2.45) with the time-dependent stress intensity factor in Fig. 5(a).

Similar to the stress intensity factor, the energy release rate is a function of time for a stationary crack, as noted in Eq. (3.5), with short-time and long-time limits summarized in Table 1. Figure 9(a) shows the energy release rate normalized by the instantaneous elastic value as a function of the normalized time ($t/\tau$) for both the immersed and not-immersed specimens under

Fig. 5  The normalized crack-tip parameters versus the normalized time for center-cracked specimens (immersed and not-immersed) with $h/a = 10$ and $\nu = 0.24$: (a) stress intensity factor, (b) T-stress, (c) chemical potential at the crack tip, and (d) additional parameters for chemical potential (normalized as $\mu_\gamma/\Omega G h$ and $\mu_\nu/\Omega G h$)

Fig. 6 Time evolution of chemical potential (upper row) and solvent concentration (lower row) in an immersed center-cracked specimen (showing one quarter only) with $\varepsilon_h = 0.001$, $h/a = 10$ and $\nu = 0.24$
displacement-controlled loading with \( J_0 = 4\pi \sigma_{\infty}^2 G_{\infty}^2 \). For the not-immersed case, the normalized energy release rate increases monotonically over time, from the short-time limit \( J^*(t \to 0^+) = J_0 \) to the long-time limit \( J^*(t \to \infty) = 1.49 J_0 \). For the immersed case, however, the normalized energy release rate first increases and then decreases, approaching a long-time limit \( J^*(t \to \infty) = 0.658 J_0 \) that is smaller than the short-time limit \( J^*(t \to 0^+) = 0.82 J_0 \). Similar results were obtained previously by Bouklas et al. [29] based on a nonlinear theory, although in principle the short-time and long-time limits are applicable only for the linear theory.

Figure 9(b) shows the normalized energy release rates under load control with \( K_R = \frac{\sigma_{\infty} \sqrt{\pi a}}{J_0} \) and \( J_0 = \frac{\pi \sigma_{\infty}^2 \tau^2 a}{4G} \). For the not-immersed case, the behavior is similar for both displacement and load controlled conditions, except for a slightly different long-time limit \( J^*(t \to \infty) = 1.52 J_0 \) as discussed in Sec. 3. On the other hand, the behavior for the immersed case is very different under load control. While the short-time limit is the same for both displacement and load control, the long-time limits are different for the immersed case. In contrast to the nonmonotonic variation under displacement control (Fig. 9(a)), the crack-tip energy release rate for the immersed case increases monotonically under load control, approaching the same long-time limit as for the not-immersed case. Thus, under different loading conditions, the fracture behavior could be different for the immersed specimens.
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Fig. 7 Chemical potential straight ahead of the crack tip at different times for an immersed center-cracked specimen with \( e_h = 0.001 \), \( h/a = 10 \) and \( v = 0.24 \)
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Fig. 8 Chemical potential straight ahead of the crack tip at different times for a not-immersed center-cracked specimen with \( e_h = 0.001 \), \( h/a = 10 \) and \( v = 0.24 \)
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Fig. 9 Energy release rate \( J^* \), normalized by \( J_0 \), as a function of the normalized time \( t/\tau \) for immersed and not-immersed center-cracked specimens with \( h/a = 10 \) and \( v = 0.24 \): (a) Under displacement control and (b) under load control. The horizontal dashed and dotted lines are the short-time and long-time limits.
Previously, Wang and Hong [28] predicted similar results for impermeable cracks (not immersed) using a nonlinear visco-poroelastic model, where the crack-tip energy release rate was calculated using a cohesive zone model. More recently, based on a linear poroviscoelastic model, Yang and Lin [33] reported similar results for both permeable (immersed) and impermeable (not immersed) cracks under load control, and they too used a cohesive zone model to calculate the crack-tip energy release rate. The present study shows that the crack-tip energy release rate in a poroelastic material can be calculated by the modified J-integral method, without using a cohesive zone model. On the other hand, a poroelastic cohesive zone model [16] could be used to simulate rate-dependent fracture process for both crack initiation and propagation.

### 4.4 Delayed Fracture

As a hypothetical fracture criterion for polymer gels, a stationary crack would start growing once the crack-tip energy release rate ($J^*$) reaches a critical value that may be considered as the intrinsic fracture toughness ($\Gamma$) of the gel. Since $J^*$ depends on time (Fig. 9), the crack may grow immediately or after a time delay or may not grow at all, depending on the applied load (either displacement or load control) as well as the chemical boundary condition (immersed or not-immersed).

According to the numerical results in Fig. 9, except for the immersed case under displacement-controlled loading, the energy release rate ($J^*$) increases monotonically from the short-time limit to the long-time limit. In these cases, the crack would grow immediately if the short-time limit of the energy release rate is greater than the fracture toughness ($J^*(t \to 0^+ > \Gamma)$) but would never grow if the long-time limit is lower than the fracture toughness ($J^*(t \to \infty < \Gamma)$, while delayed crack growth may be expected if $J^*(t \to 0^+) < \Gamma < J^*(t \to \infty)$. Taking $J_0$ as the loading parameter, which is proportional to the square of the applied displacement or traction ($J_0 \sim \sigma_0^2$ or $\sigma_{\infty}^2$), the delay time may be predicted by setting $J^*(t) = \Gamma$ in Eq. (3.5). Figure 10 illustrates the possible scenario of delayed fracture under load control for both the immersed and not-immersed cases. For a center-cracked specimen with $h/a = 10$ and $\nu = 0.24$, the crack would never grow if $J_0/\Gamma < 0.66$ (inverse of the long-time limit), immersed or not. For the not-immersed case, delayed fracture would occur if $0.66 < J_0/\Gamma < 1$, with the delay time decreasing as the applied load ($J_0$) increases; the crack grows immediately if $J_0/\Gamma > 1$. For the immersed case, the crack grows immediately if $J_0/\Gamma > 1.22$ (inverse of the short-time limit). Hence, the gel would appear to be tougher when immersed (poroelastic toughening). Under the same loading ($0.66 < J_0/\Gamma < 1$), the delay time would be longer for the immersed case than for the not-immersed case.

Experimentally, delayed fracture has been observed in polymer gels [18–20] as well as many other materials [21–27]. For polymer gels, delayed fracture may result from several processes, such as thermally activated crack nucleation, stress-enhanced bond rupture and dissociation, viscoelasticity (creep) and poroelasticity (solvent diffusion). Bonn et al. [18] proposed a crack nucleation model for their three-point bending experiments with un-cracked gel specimens, which predicted a power-law dependence of the activation energy on the applied force ($E_{act} \sim 1/\sqrt{d-2}$ with $1 < d \leq 2$) and an exponential dependence of the mean breaking time on the activation energy ($t_b \sim \exp(E_{act}/k_B T)$). Skrzeszewska et al. [19] found that the nucleation model (with $d = 3$) could not explain their experiments with a physical gel fractured under a constant shear stress and proposed a stress-enhanced crosslink dissociation model with a rupture time decreasing exponentially with increasing stress ($t_b \sim \exp(-3.75\sigma/G)$). Based on a nonlinear visco-poroelastic model, Wang and Hong [28] suggested that the delay time depends on the size of a pre-existing crack in a similar way as diffusion-limited processes (a poroelastic effect). By assuming a specific size distribution of microcracks, they proposed a statistical theory for the lifetime prediction of a swollen gel. Recently, Tang et al. [20] conducted fracture experiments of hydrogels using pre-cracked specimens. They observed delayed fracture when the applied energy release rate was subcritical but greater than a threshold value, while the delay time increased as the applied energy release rate decreased. This observation is qualitatively consistent with Fig. 10, where the critical energy release rate for instantaneous crack growth is set by the short-time limit ($J^*(t \to 0^+) > \Gamma$) and the threshold for delayed fracture is set by the long-time limit ($J^*(t \to \infty) < \Gamma$). In between, the delay time decreases sharply with increasing load ($J_0$) and can be written as:

$$ t_b = \frac{a^2}{D^* f(J_0/\Gamma, \nu)} \tag{4.3} $$

where the dimensionless function $f(J_0/\Gamma, \nu)$ depends on the specimen geometry and the chemo-mechanical loading conditions as shown in Fig. 10 for center-crack specimens.

### 5 Summary

Based on a linear poroelastic formulation, an asymptotic analysis of the transient crack-tip fields is developed for stationary cracks in polymer gels. A center crack model is studied in detail, comparing numerical results by a finite element method to the asymptotic analysis. The time evolution of the crack-tip parameters is determined as a result of solvent diffusion coupled with elastic deformation of the gel. A modified J-integral method is used to calculate the crack-tip energy release rate. The short-time and long-time limits are obtained for the poroelastic stress intensity factor and the crack-tip energy release rate under different chemo-mechanical boundary conditions (immersed versus not-immersed, displacement versus load controlled). The results show that, under displacement-controlled loading, the crack-tip energy release rate increases monotonically over time for the not-immersed case, but for the immersed case it increases first and then decreases, with a long-time limit lower than the short-time limit. Under load control, the energy release rate increases over time for both immersed and not-immersed cases, with different short-time limits but the same long-time limit. These results suggest that onset of crack growth may be delayed until the crack-tip energy release rate reaches a critical value if the applied displacement or traction is subcritical but greater than a threshold, qualitatively consistent with experiments.
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Appendix A: Formulation of a Finite Element Method

The solution to a poroelastic initial/boundary value problem consists of a vector field of displacement and a scalar field of chemical potential, $u(x, t)$ and $\mu(x, t)$. Similar to previous works [17,29], the weak form of Eqs. (2.4) and (2.5) is obtained by using test functions $\delta u(x)$ and $\delta \mu(x)$ with the divergence theorem, namely

$$
\int_{V_0} \sigma_{ij} \delta u_{ij} \, dV = \int_{S_0} \tau_{ij} \delta u_{ij} \, dS \tag{A1}
$$

$$
\int_{V_0} \left( \frac{\partial}{\partial t} \delta \mu - j_i \delta \mu_j \right) \, dV = \int_{S_0} \omega \delta \mu \, dS \tag{A2}
$$

A backward Euler scheme is used to integrate Eq. (A2) over time, namely

$$
\int_{V_0} \left( \frac{c^i + \Delta \delta \mu - c^i}{\Delta t} \delta \mu - \delta \mu_j \delta \mu_k \right) \, dV = \int_{S_0} \omega c^i \delta \mu \, dS \tag{A3}
$$

Combining Eqs. (A1) and (A3), we obtain

$$
\int_{V_0} \left( \sigma_{ij} \delta u_{ij} - c \delta \mu + \Delta \delta u_j \delta \mu_j \right) \, dV = \int_{S_0} \left( \tau_{ij} \delta u_{ij} - \omega \delta \mu \right) \, dS
$$

$$
- \int_{V_0} c^i \delta \mu \, dV \tag{A4}
$$

where the superscripts are omitted for all the terms at the current time-step ($t \pm \Delta t$) and $c^i$ is the solvent concentration at the previous time-step.

The displacement field and the chemical potential are discretized as

$$
\mathbf{u} = N^u \mathbf{u}^e \quad \text{and} \quad \mu = N^\mu \mu^e \tag{A5}
$$

where $\mathbf{u}^e$ and $\mu^e$ are the nodal values, $N^u$ and $N^\mu$ are the corresponding shape functions for the displacements and the chemical potential, respectively. The test functions are discretized in the same way

$$
\delta \mathbf{u} = N^u \delta \mathbf{u}^e \quad \text{and} \quad \delta \mu = N^\mu \delta \mu^e \tag{A6}
$$

The stress, solvent concentration and flux are evaluated at the integration points with Eqs. (2.1)–(2.3) and (2.6). Taking the gradients of the discretized displacements and chemical potential, we obtain

$$
\nabla \mathbf{u} = B^u \mathbf{u}^e \quad \text{and} \quad \nabla \mu = B^\mu \mu^e \tag{A7}
$$

where $B^u$ and $B^\mu$ are the gradients of the corresponding shape functions for the displacement and chemical potential fields. In this formulation, different shape functions are allowed for the discretization of the displacement and chemical potential. Following the previous works [17,29], the two-dimensional 8-node Taylor–Hood elements with biquadratic serendipity interpolation for displacement and bilinear interpolation for chemical potential are used to alleviate numerical oscillations.

Upon discretization, the weak form in Eq. (A4) leads to a system of linear equations

$$
K \mathbf{d} = \mathbf{f} \tag{A8}
$$

where $\mathbf{d} = (\mathbf{u}^e, \mu^e)^T$, $\mathbf{f}$ is the external force vector, and $K$ is the stiffness matrix. More specifically, the external force components are given by

$$
f_{i}^{m} = \int_{S_0} \tau_{i} N_{i}^{m} \, dS \tag{A9}
$$

where $m$ indicates the node number. The stiffness matrix can be written as

$$
K = \begin{bmatrix}
K_{uu} & K_{u\mu} \\
K_{u\mu} & K_{\mu\mu}
\end{bmatrix} \tag{A11}
$$

where the components for each pair of nodes $(m, n)$ and degrees-of-freedom $(i, k)$ are

$$
K_{uu}^{m,n} = \int_{V_0} B_{i}^{u,m} \frac{\partial \sigma_{ij}}{\partial u_{j}} B_{l}^{u,n} \, dV \tag{A12a}
$$

$$
K_{u\mu}^{m,n} = \int_{V_0} B_{i}^{u,m} \frac{\partial \sigma_{ij}}{\partial \mu_{j}} \mu_{l}^{n} \, dV \tag{A12b}
$$

$$
K_{\mu\mu}^{m,n} = -M_{0} \Delta t \int_{V_0} B_{i}^{u,m} B_{l}^{u,n} \mu_{l}^{n} \, dV \tag{A12c}
$$

In Eq. (A12a), the derivative of the stress gives the isotropic elasticity tensor, namely

$$
\frac{\partial \sigma_{ij}}{\partial u_{k}} = G \left( \lambda \delta_{ij} \delta_{kl} + 2 \mu \delta_{ij} \delta_{kl} + \frac{2\nu}{1-2\nu} \delta_{ij} \delta_{kl} \right) \tag{A13}
$$

Thus, the stiffness matrix is symmetric for linear poroelasticity, which is not the case for the nonlinear formulation [29]. A standard symmetric solver is used to solve Eq. (A8) at each time-step.

Appendix B: Short-Time Limit for the Immersed Case

The poroelastic stress intensity factor at the short-time limit was given by Eq. (89) in Atkinson and Craster [30];

$$
K_{I} (t \to 0^+) = \frac{K_{e}}{[N_{+}(0) - \bar{\eta} d]} \tag{B1}
$$

where $K_{e}$ is the corresponding elastic stress intensity factor and $\bar{\eta} = (1 - \nu)/(2(\nu \nu - \nu))$ with $\nu$ and $\nu_{0}$ being the drained and undrained Poisson’s ratios. In the present study, $\nu_{0} = 0.5$ by the assumption of molecular incompressibility for both the polymer and the solvent.

Two split functions, $N_{+}(\zeta)$ and $N_{-}(\zeta)$, are given by Eqs. (185) and (188) in Atkinson and Craster [30]

$$
\ln \frac{[N_{+}(\zeta)]}{[N_{-}(\zeta)]} = -\frac{1}{\pi} \int_{0}^{1} \ln \left( \frac{p + \sqrt{\eta}}{p - \sqrt{\eta}} \right) \frac{dp}{p} \tag{B2}
$$

$$
\ln [N_{+}(\zeta)] = -\frac{1}{\pi} \int_{0}^{1} \ln \left( \frac{p + \sqrt{\eta}}{p - \sqrt{\eta}} \right) \frac{dp}{p - i\zeta} \tag{B3}
$$

with $N_{0} = (1 - 2\bar{\eta})/2$. By Eq. (B3), we obtain

$$
N_{+}(0) = \sqrt{1 - \nu} \frac{1}{1 - \nu_{0}} \tag{B4}
$$

Finally, the expression for $d$ is given by Eq. (202) in Atkinson and Craster [30]
normalized values, \( r_{\text{max}} = 1000 \) and \( D^* = 10^6 \), we set \( t_{\text{max}} = 10^{-6} \) in our calculations. The crack-tip energy release rate \( (J^*) \) is calculated by the modified J-integral method, which is path independent and remains a constant over time within the short-time limit \( (t < t_{\text{max}}) \). Then, by Eq. (2.45), the poroelastic crack-tip stress intensity factor \( (K_f) \) is determined, which is also a constant at the short-time limit.

By dimensional considerations, the poroelastic crack-tip stress intensity factor must be linearly proportional to \( K_e \) that is applied at the outer boundary, with a proportionality depending on the Poisson’s ratio. Figure 11(b) shows the normalized stress intensity factor \( (K_f/K_e) \) as a function of Poisson’s ratio at the short-time limit. The finite element results from the crack-tip model agree very closely with the semi-analytical solution by Atkinson and Craster [30], which can be fitted by a simple function as:

\[
K_f(t \to 0^+) = K_e \left( \frac{1}{2(1-\nu)} \right)^{2\alpha-1} \tag{C1}
\]

with \( \alpha \approx 0.735 \). On the other hand, Hui et al. [31] predicted a different short-time limit with \( \alpha = 1 \), which apparently underestimates the poroelastic stress intensity factor.

Correspondingly, the crack-tip energy release rate at the short-time limit depends on Poisson’s ratio as

\[
J^*(t \to 0^+) = J_e \left( \frac{1}{2(1-\nu)} \right)^{2\alpha-1} \tag{C2}
\]

where \( J_e = K_e^2/(4G) \) is the applied energy release rate. For the immersed case, \( J^*(t \to 0^+) < J_e \), and the difference is due to energy dissipation by solvent diffusion within the domain.

Appendix C: A Crack-Tip Model for the Short-Time Limit

For the short-time limit \((t \to 0^+)\), the characteristic diffusion length is much smaller than the crack length \((l_t = \sqrt{D^*t} \ll a)\), and an elastic crack-tip field exists as the transition field (see Fig. 7) between the poroelastic crack-tip field and the far field for the immersed case. Similar to the previous study for steady-state crack growth [17], a crack-tip model (Fig. 11(a)) can be used to determine the poroelastic crack tip field at the short-time limit. A similar model was used by Hui et al. [31], where a very fine mesh was used to suppress numerical oscillations with standard elements in ABAQUS. By using Taylor-Hood elements in the present study, a relatively coarse mesh can be used except for the crack-tip region, where the mesh becomes increasingly finer in order to accurately resolve the singular stress and concentration fields.

By symmetry, only half of the domain around the crack tip is modeled (Fig. 11(a)). A circular outer boundary is arbitrarily set at \( r = 1000 \) as the normalized domain size. The displacement and chemical potential corresponding to the elastic crack-tip field with a stress intensity factor \( K_e \) are prescribed at the outer boundary. The symmetry boundary conditions are applied straight ahead of the crack tip \((\theta = 0)\), whereas the crack face \((\theta = \pi)\) is traction free with zero chemical potential. For the short-time limit, we solve the transient problem up to a time \( t_{\text{max}} \ll r_{\text{max}}/D^* \). With


